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Abstract

Bayesian classifier is one of the data classification methods

that are of interest. In the Bayesian classifier, Bayes

error, Pe is an important measure because it can estimate

the error of the model built through the calculation of

the posterior probability function’s overlapping area. The

exact calculation of Pe depends on the exact calculation

of likelihood functions and the prior probability of each

type. In previous studies, the prior probability has

been considered as a fixed value only, hence, the Bayes

error is usually a fixed value. This sometimes leads to

unreasonable results. To fill the mentioned research gap,

this paper considers the prior probability q in Bayesian

classifier as a distribution, and looks insight the posterior

distribution of Bayes error, using Monte-Carlo simulation.

Finally, the proposed method is applied to credit scoring

data of a bank in Vietnam. Based on the results, we can

determine whether the Bayesian classifier is suitable for

data or not. In addition, the prior parameter setting can

be tested through sensitivity analysis.
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1 INTRODUCTION

Classification or supervised learn-
ing is an important problem that is
applied in almost all fields. In re-
cent years, thanks to the rapid devel-
opment of computers, supervised learn-
ing problems have been researched and
developed extremely diverse. In com-
parison to other classification methods,
the Bayesian classifier has some advan-
tages, such as simplicity, explainabil-
ity, etc. Therefore, along with the de-
velopment of deep learning methods,
Bayesian classifier has been widely used
[1]. Another advantage of the Bayesian
classifier is it’s ability to assess the
model’s risk, by calculating Bayes error.
Bayes error is a theoretical measure that
can estimate the error of the model built
through the posterior probability den-
sity function’s overlapping area. The
larger this overlap is, the higher the er-
ror of the Bayesian model is. Thus, we
can estimate the error and evaluate the
suitability of the Bayesian model with-
out testing on cross-validation sets and
test sets as other methods. This feature
is very useful when we apply to prob-
lems with little data. On these prob-
lems, splitting the data into training
sets, cross-validation and test sets will
make the amount of data on the sets,
especially the training set, which is not
generalized enough to build a model.
Therefore, Bayesian classifier and Bayes
error have been topics of great inter-
est in recent years. According to [5, 7],
Bayes error depends on the correct de-
termination of two factors: the prob-
ability density function (pdf) and the
prior probability q. This implies that

we can only accurately estimate the er-
rors and the suitability of the Bayesian
classifier if and only if the above two
factors are reasonably determined, oth-
erwise, the Bayes error will not reflect
reality. So far, the problem of deter-
mining the pdf or the likelihood func-
tion has been considered by many re-
searchers in both theory and practice
[5]; therefore, in this study, we only ap-
ply the results of the existing methods.
When the pdfs have been well defined,
determining the prior probability q is an
important factor to improve the perfor-
mance of Bayesian classifier. However,
this issue still depends on the experience
and opinion of researchers too much.

There are many methods for setting
prior probability. For example, we can
choose the prior probability based on
equal priors (q1 = q2 = 1/2), based on
the training set qi = Ni/N , or based on
the Laplace formula qi = (Ni + 1)/(n +
N), where Ni is the number of elements
in wi, n is the number of dimensions
and N is the number of observations in
training data. When we choose different
prior probability values, the Bayes error
received will be different. This shows
the irrationality of the above methods
when using fixed prior probability value
and output a specific value of Bayes er-
ror. The irrationality will be higher
when the data set becomes larger and
has higher fluctuation. Some references
using fixed values of prior probabilities
for calculating Bayes error can be listed
as [2, 4, 7, 9, 10].

Besides, in some recent studies, the
prior probability q has been considered
as a random variable with Beta distribu-
tion [6, 11, 14]. The prior and posterior
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distributions of |1 − 2q| and q/(1 − q)
are also clarified in theory and practical
application in these studies. It can be
said that“liberating” the view, studying
q as a distribution instead of a specific
value is a significant step forward. How-
ever, when classifying and calculating
Bayes errors in actual data, the studies
selected a fixed value derived from the
posterior distribution of q, such as mean
or mode. Although these values have
been chosen so that they can well rep-
resent the posterior distribution, choos-
ing a single value of q may result in the
same limitations as the previous meth-
ods.

In order to fill the above-researched
gap, in this paper, we examines the
prior probability q as a distribution;
however, in the Bayes error calculation,
we do not choose a specific value of q
to represent the posterior distribution
{q|Y = y}, instead we try to keep all the
information from this posterior distribu-
tion (where y is the number of obser-
vations labeled as w1 in training data).
Particularly, we simulate N1 samples q
having the distribution of {q|Y = y} by
Monte-Carlo method, thereby comput-
ing N1 corresponding Bayes error Pe
values. Based on this simulation, for
the first time, we can look insight the
Bayes error distribution rather than a
single value or bounds as before. Some
other posterior inferences such as mean,
variance, credible interval, also can be
made. Compared to previous studies
that only provided a point estimation,
the simulation results are expected to
provide more information about Bayes
error. This can lead to a more compre-
hensive model evaluating.

In recent years, Vietnam’s financial
market has grown strongly and banks
have had more opportunities and chal-
lenges from their credit activities. In
the banking industry, credit scoring is
an important tool that can determine
the client’s ability to repay the debt. If
the lending is too easy, the bank may
have bad debt problems. In contrast,
the bank will miss a good business.
To classify the ability to repay bank
debt, various kinds of Bayesian classi-
fier have recently been studied in Viet-
nam [8,12,13]. However, credit data are
diverse, volatile and uncertain, hence, it
would be better if we can pre-evaluate
the model’s suitability through Bayes
error before applying Bayesian classi-
fier. Therefore, the proposed Bayes er-
ror calculation approach will be used
as a criterion to show the degree of
suitability of Bayesian classifier. We
compare the proposed method with the
Bayes error calculated with a fixed value
of q, and evaluate the effectiveness of
the methods based on the empirical er-
rors from the test set. Finally, the sensi-
tivity analysis is performed to examine
how the advanced distribution choice
for q would affect the posterior informa-
tion of Bayes error.

The remainder of this paper is or-
ganized as follows: Section 2 and Sec-
tion 3 present relevant knowledge and
the proposed framework. In Section 4,
the proposed frame work is applied to
credit scoring data in Vietnam. Finally,
Section 5 is the conclusion.
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2 BAYESIAN CLASSIFIER AND
BAYES ERROR

2.1 Bayesian Classifier

We consider k classes, w1, w2, . . . , wk,
with the prior probability qi, i = 1, k.
X = {X1, . . . , Xn} is the n-dimensional
continuous data with x = {x1, . . . , xn}
is a specific sample. According to [5,7],
a new observation x0 belongs to the
class wi if

P (wi|x) > P (wj |x) for 1 ≤ j ≤ k, j 6= i.
(1)

In continuous case, P (wi|x) is calcu-
lated by:

P (wi|x) =
P (wi) f (x|wi)
k∑

i=1
P (wi) f (x|wi)

=
qifi (x)

f (x)
.

(2)

Because f (x) is the same for all classes,
the classification’s rule is:

qifi (x) > qjfj (x)⇔ fi (x)

fj (x)
>

qj
qi
, ∀i 6= j,

(3)

where qi and fi (x) are the prior proba-
bility and the probability density func-
tion of class i, respectively.

For the binary classification inves-
tigated in this paper, the new obser-
vation x0 belongs to the class w1 if
q1f1 (x0) > q2f2 (x0) or P (w1|x) > 0.5
and vice versa.

2.2 Bayes Error

Let gi (x) = qifi (x), gmax (x) =
maxi {gi (x)} and gmin (x) =
mini {gi (x)}. According to [5,7], Bayes

error is calculated by Formula 4,

Pe
(q)
1,2,...,k = 1−

�

Rn

gmax (x) dx (4)

where Pe is Bayes error, n is the dimen-
sion of the data.

2.3 Bayes Error in Binary
Classification

In case of binary classification,

Pe = 1−
�

Rn

gmax (x) dx =

�

Rn

gmin (x) dx.

(5)
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Fig. 1: Bayes error in case of binary
classification

To understand Bayes error in the
case of binary classification, Figure 2.3
illustrates a commonly used Bayesian
classifier, which has one dimension. As-
suming that we have two classes con-
sisting of w1 and w2, and x is the vector
of independent variables (in fact, x is a
scalar in univariate model). The proba-
bility of a false prediction is calculated
by:

Pe = Pe1 + Pe2 (6)

where Pe1 is the probability of that the
predicted class is 1 but the actual class
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is 2, and Pe2 is the probability of that
the predicted class is 2 but the actual
class is 1. Figure 2.3 shows that

Pe1 =

x∗�

−∞

g2 (x) dx =

x∗�

−∞

gmin (x) dx

(7)
and

Pe2 =

+∞�

x∗

g1 (x) dx =

+∞�

x∗

gmin (x) dx

(8)
with x∗ is root of equation g1(x) =
g2(x).
Combining (6), (7) and (8), we obtain:

Pe =

� +∞

−∞
gmin(x)dx. (9)

The Bayes error calculated by Formula
(9) can be visually interpreted as the
area of the overlapping region between
g1 and g2. Using the Bayes error, we
can estimate the probability of an incor-
rect prediction without performing on
a cross-validation set. This property is
an advantage of Bayesian classifier in
comparison to other methods, and can
be fully applicable to any classification
problem.

In the case of univariate normal dis-
tribution, we can find out the specific
expression for gmin(x) [5, 12]; hence, we
can also identify Pe. In the case of
arbitrary multivariate distributions, the
specific expression of gmin are difficult to
be identified; hence, Quasi Monte-Carlo
method is applied to approximate the
value of integrals.

Quasi Monte-Carlo approximation

Let Pe =

� +∞

−∞
gmin(x)dx is the Bayes

error that needs to be computed. The
Quasi Monte-Carlo approximate Pe by:

P̂ e =

∑N2

i=1 gmin(xi)

N2

Mes(A) (10)

where xi random points sampled in
space A, N2 is the sample size, Mes(A)
is the measure of A which is often equal
to 1 when data are standardized.

2.4 Posterior Distributions under
Beta Prior Distributions

A random variable q, which is be-
tween 0 and 1, has a beta(a, b) distribu-
tion if

f(q) =
Γ(a + b)

Γ(a)Γ(b)
qa−1(1− q)b−1 for 0 ≤ q ≤ 1,

(11)

where f(q) is the density function of

q and Γ(a) =

∞�

0

xa−1e−xdx. Now let

Y ∼ binomial(N, q) with q ∼ beta(a, b),
according to [3], we have

{q|Y = y} ∼ beta(a + y, b + N − y),
(12)

where y is the number of interesting
events occurs after N trials.

3 PROPOSED FRAMEWORK

For filling the researched gap in liter-
ature which utilized a fixed prior prob-
ability when computing the Bayes er-
ror, this section proposed a new frame-
work to approximate the Bayes error
distribution using Monte-Carlo simula-
tion. In particular, the prior probability
q is investigated under Beta prior and
updated via training data set to receive
its posterior distribution {q|Y = y)}.
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We then simulate N1 values of q us-
ing its posterior distribution. For each
value qi, i = 1, . . . , N1, we simulate
N2 n-dimensional points z with Zijk ∼
U(0, 1), j = 1, . . . , N2, k = 1, . . . , n
(the data have been standardized); com-
pute min {(g1|q, zij), (g2|q, zij)} that is
the value of gmin at zij, j = 1, . . . , N2;

compute the P̂ ei using Quasi Monte-
Carlo method. Finally, we obtain N1

values of P̂ ei that can be used for the
posterior inferences, such as computing
the mean, estimating the credible inter-
val, approximating the distribution, etc.
In short, let beta(a, b) is the prior dis-
tribution of q and y is the number of

observations belonging to w1 in N ob-
servations in training set, the proposed
approach is summarized as the table fol-
lows.

Using the obtained {Pe1, P e2, . . . , P eN1},
we can approximate:

� E [Pe|y] ≈ Pe =
N1∑
i=1

Pei
N1

.

� Var [Pe|y] ≈
N1∑
i=1

(Pei−Pe)2

N1−1 .

� f(Pe|y) ∼= the empirical distribu-
tion of {Pe1, P e2, . . . , P eN1} .

� Etc.

4 APPLICATION TO CREDIT
SCORING
In this section, we apply the pro-

posed framework to evaluate the suit-
ability of the Bayesian classifier in Vi-
etcombank’s customer in Vietnam. The
customers are companies that operate

in important fields such as agriculture,
industry, and commerce in Can Tho
city. This data is provided by respon-
sible organizations and has been stud-
ied by [13]. In the original dataset,
there are 13 independent variables and
one dependent variable consisting of two

Sample
q1 ∼ beta(a + y, b + N − y)

sample z11 ∼ U(0, 1), compute {gmin|q1, z11}
sample z12 ∼ U(0, 1), compute {gmin|q1, z12}
...
sample z1N2 ∼ U(0, 1), compute {gmin|q1, z1N2}
compute Pe1

Sample
q2 ∼ beta(a + y, b + N − y)

sample z21 ∼ U(0, 1), compute {gmin|q1, z21}
sample z22 ∼ U(0, 1), compute {gmin|q1, z22}
...
sample z2N2 ∼ U(0, 1), compute {gmin|q1, z2N2}
compute Pe2

...

Sample
qN1 ∼ beta(a + y, b + N − y)

sample zN11 ∼ U(0, 1), compute {gmin|q1, zN11}
sample zN12 ∼ U(0, 1), compute {gmin|q1, zN12}
...
sample zN1N2 ∼ U(0, 1), compute {gmin|q1, zN1N2}
compute PeN1
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classes: w1-bad debt and w2-good debt.
However, according to [13], the three
variables including Financial, Interest,
and Profits result in better performance
than other variables. Therefore, the re-
duced data set consisting of 214 compa-
nies, three independent variables, and
one dependent variable will be used in
this paper. This data set is divided
into two parts: training and testing
with a ratio of 7:3 to evaluate the ef-
fectiveness of the methods. For the pro-
posed method, according to sources in
the media in Vietnam, the bad debt ra-
tio of banks is no more than 2%, so we
choose distribution of prior probability
q is beta(a = 2, b = 98) so that E [q] =
0.02 and a + b are not too big because
of belief in type reports is not high. We
continue to use the suggested process in
Section 3, with N1 = N2 = 1000, sim-
ulation results of Pe and q, experimen-
tal distribution of Pe received after the
simulation is shown in Figure 4

q
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Fig. 2: Some results of q and Pe.

Figure 4a shows the scatter plot of
simulated q and Pe. Recall we as-
sumed that q ∼ beta(a = 2, b = 98).
Since training data set (70% of data)
contains 53 cases of bad debt and 150
cases of good debt, the correspond-
ing sample information, posterior dis-
tribution, and posterior mean of q are
{y = 53, N = 150} and q ∼ beta(a+y =
55, b + N − y = 195), E [q|y = 55] =
55/(55 + 195) = 0.22. It can be seen
from Figure 4a that the simulated val-
ues of q are concentrated around this
area. For Pe, most simulation values
are smaller than 0.2, however, there are
also many cases where Pe receives large
values, even greater than 0.6 or close
to 1. The experimental distribution of
Pe is also shown in Figure 4b. We see
that this distribution seems to be sim-
ilar to Beta distribution, which needs
to be clarified in further studies. From
the values of Pe, we can easily approx-
imate characteristic parameters such as
mean, posterior credible interval, HDD.
The results of the proposed method and
the other ones are also shown in Table
1.

In Table 1., Bayesian method with
prior probability calculated by equal
priors, training data set, Laplace
method are respectively called BayesU,
BayesT, BayesL; BayesR and BayesD
are proposed by [14], mean for poste-
rior distribution of q/(1−q) and |1−2q|
are representative values, BayesM is the
proposed method.The results from Ta-
ble 1. show that most of the methods
produce fairly small Bayes error values
(most are less than 16 %), this result
initially shows that the Bayesian clas-
sifier seems appropriate for the credit
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Table 1. Bayes error of different methods
Bayes error Variance CI HDD

BayesT 0.1547 - - -
BayesU 0.1340 - - -
BayesD 0.0123 - - -
BayesR 0.1236 - - -
BayesM 0.0921 0.0236 [0.0003, 0.3951] [0.0000, 0.2492]

scoring application. However, the simu-
lation results from the BayesM method
presented above, as well as the results
at the last line in Table 1. show the
great variability of Bayes error Pe. In
Figure 4, some simulated Pe values are
very large and close to 1. The results
in Table 1. also show that the upper
bound of the 90% credible interval, CI,
of Pe is up to nearly 0.4; this result will
be even greater if we calculate the 95%
and 99% CI of Pe. It can be implied
that although the point estimates are
quite small, there is still a high possibil-
ity of a miss-classification. Therefore,
researchers have to examine the model
more carefully or conduct further exper-
iments before applying Bayesian classi-
fier to the credit scoring problem. This
means we will be able to experiment
carefully with the proposed Bayes error
calculation. It also an advantage of the
proposed method compared to previous
studies.

Finally, we conducted a sensitivity
analysis to test how the choice of a
prior probability would affect Bayes er-
rors and accuracy. As mentioned above,
according to the sources in the media in
Vietnam, the bad debt ratio of banks is
not more than 2 %, so initially we chose
q ∼ beta(a = 2, b = 98) so that E [q] =
0.02 and a+b are not too big because the
confidence in reports of this type is not

high. In this section, we will examine q
of the form beta(a = 2 ∗ k, b = 98 ∗ k)
with k = 1, . . . , 50. The method set
above still ensures E [q] = 0.02 however
the magnitude of a+b will increase as k
increases, showing stronger belief in the
prior information. We also calculated
the actual error received on 30% test
data. The results obtained are shown
in Figure 4
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Fig.3: Result of sensitivity analysis

From Figure 4, we find that the
Bayes error and the estimated credible
interval width becomes smaller when k
increases. This is natural because a
greater value of k indicates a stronger
belief in the prior information, which
leads to a decrease in volatility and un-
certainty (decrease in the width of the
credible interval). However, Figure 4
also shows that the prior information we
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use is not accurate. Obviously, at low
values of k, although the prior informa-
tion is not accurate, the posterior infor-
mation of Pe has been better adjusted
through the sample collection process
on the training set. As k increases, the
effect of the prior information is larger
and the effect of the sampling process
is smaller. As a result, the estimated
value of the Bayes error and the credible
interval are not consistent with the ac-
tual error. Therefore, it would be better
if we set prior information sources with
a small confidence scale (a+ b small) as
the original setting of the article.

5 CONCLUSION

In Bayesian classifier, the exact cal-
culation of Bayes error, Pe, depends on
the exact calculation of prior probabil-
ity q. In previous studies, the prior
probability has been considered as a
fixed value only, hence, the Bayes er-
ror is usually a fixed value. This some-

times leads to unreasonable results. In
this paper, the prior probability has
been chosen based on Beta distribu-
tion, from which, the empirical distribu-
tion of Pe has been introduced through
the Monte-Carlo simulation process, for
the first time. The application in the
credit scoring problem has shown that
the proposed Bayes error calculation
can achieve more information than pre-
vious studies. Specifically, we can es-
timate the distribution of Bayes error,
{Pe|Y = y}, and its posterior summary,
such as average, variance, CI, HDD,
etc., and indicates a high possibility
of a miss-classification when applying
Bayesian classifier to the credit scoring
problem. Finally, sensitivity analysis is
applied to show the Bayes error sensi-
tiveness to the prior information used.
In the future, we will consider the dis-
tribution of q in the multi-classification
problem and provide more comprehen-
sive assessments in Bayesian classifier
with Bayes error.
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